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Abstract

This paper describes the use of pseudo-partial derivative (PPD) to dynamically linearize a nonlinear system, and aggregation is applied to the predicted PPD, resulting in a model-free adaptive predictive control algorithm for a nonlinear system. The algorithm design is only based on the PPD derived online from the input/output data of the controlled process, however it does provide bounded input/output sequence and setpoint tracking without steady-state error. A detailed discussion on parameter selection is also provided. To show the capability of the algorithm, simulations of a time-delay plant and a pH neutralization process show that the proposed method is effective for system parameter perturbation and external disturbance rejection. © 2006 ISA—The Instrumentation, Systems, and Automation Society.
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1. Introduction

During the past decade the area of nonlinear system control has been a forum for many researchers. This is motivated to a large extent by the fact that nonlinear systems are difficult to control, hence no general methods for algorithm design are available.

A discrete SISO nonlinear system can be typically described by the following equation:

\[ y_p(k + 1) = f(y_p(k), \ldots, y_p(k - n_y), u(k), \ldots, u(k - n_u)) \]

where \( n_y \) and \( n_u \) are orders of outputs \( y_p \) and inputs \( u \), respectively, and \( f \) denotes a nonlinear mapping function.
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The open literature presents a variety of nonlinear control algorithms that are based on special nonlinear models such as Hammerstein model [1], Wiener model [2], and bilinear model [3], which have been at the forefront of nonlinear systems research. However, it is difficult to find an appropriate nonlinear model “\( f \)” to describe the real process. Additionally, the nonlinear optimization problem is rarely convex which adds to the difficulty of the online calculation. Therefore, researchers turned to neural networks [4] which do satisfactorily map a bounded nonlinear function, however there still exists the difficulty in real time of a rapid, reliable application of the control algorithm.

More recently, the nonlinear function is assumed to be generalized Lipschitz with respect to output and input, and a model-free learning adaptive algorithm is proposed by Hou and Huang [5] based on input and output information in which a new concept called pseudo-partial derivative
The PFC algorithm is used to linearize the nonlinear systems online. This idea was also used to develop an adaptive-predictive PI controller [6]. Model predictive control has been applied to nonlinear processes [7–10], resulting in predictive functional control (PFC) [11–14], which is a most promising model predictive control algorithm. The PFC algorithm achieves computational simplicity by using simpler but more intuitive design guidelines [13] and in the past decade has been successfully used in industrial applications. The advantages of fewer online calculations, a simpler algorithm and higher control precision are attributes of the PFC, which contribute to its industrial use.

Motivated by the work of Hou and Huang [5] and Tan et al. [6], this paper presents an extension of PFC to nonlinear system control in which the PPD concept is used to dynamically linearize the nonlinear system. In other words, the PPD re-linearizes the nonlinear model as the plant moves from one operating point to another, and uses the latest linear model as the internal model at each step, resulting in solving a quadratic performance (QP). Aggregation as part of the algorithm [15] is used to predict future values of the PPD. Then PFC is used to design the nonlinear adaptive control algorithm, in which only two coincidence points are selected to calculate the manipulated variable. The resultant controller has a simple structure, hence tuning is not a problem. The proposed algorithm can also provide bounded input/output sequences and track the setpoint without steady-state error. Last, the paper discusses the parameter tuning, and uses simulations for a long time delay plant and an experimental setup for the measurement of the acidity or alkalinity in a chemical reaction process to show that the proposed algorithm has higher precision and better robustness to parameter perturbation than a PI or PID controller.

2. Nonlinear adaptive predictive functional control algorithm (NPFC)

2.1. The dynamic linearized internal model

For a nonlinear system (1), the following two assumptions are necessary:

**Assumption 1 (A1).** The partial derivative of \( f(\cdot) \) with respect to the control input \( u(k) \) is continuous.

**Assumption 2 (A2).** The system is generalized Lipschitz, that is, satisfying \( |\Delta y_P(k+1)| \leq C|\Delta u(k)| \), for \( \forall k \) and \( \Delta u(k) \neq 0 \), where \( \Delta y_P(k+1) = y_P(k+1) - y_P(k) \), \( \Delta u(k) = u(k) - u(k-1) \) and \( C \) is a constant.

The Lipschitz constant \( C \) is often required to be known for the control design purpose. Based on the above assumption, the following result can be obtained.

**Theorem 1.** [5] For the nonlinear system (1), we assume that Assumptions (A1) and (A2) hold. Then there must exist \( G(k) \), called PPD, when \( \Delta u(k) \neq 0 \),

\[
\Delta y_P(k+1) = G(k)\Delta u(k),
\]

where

\[
|G(k)| \leq C \tag{3}
\]

With Theorem 1, Eq. (2) can be used as an internal model to predict future process outputs

\[
y(k+1) = y(k) + \hat{G}(k)\Delta u(k), \tag{4}
\]

where

\[
|\hat{G}(k)| \leq C, \tag{5}
\]

\( y(k) \) is the model output, and \( \hat{G}(k) \) is an estimate of \( G(k) \).

2.2. Predictive output and structured control variables

Using Eq. (4), at sampling time \( k + H_l \) inside the optimization horizon, the future output can be predicted by

\[
y(k + H_l) = y(k) + \sum_{j=1}^{H_l} \hat{G}(k + j - 1)\Delta u(k + j - 1). \tag{6}
\]

The PFC algorithm is different from other model predictive controls. Instead of calculating control signal with no restrictions, which may result in an unstable control signal, PFC uses structured future manipulated variables, that is, the future manipulated variables are parameterized by \( n_B \) base functions \( u_{Bj} \).
\[ u(k + n) = \sum_{j=1}^{n_B} \mu_j(k) u_{Bj}(n) \quad n = 0, 1, \ldots, H_j - 1, \]

where \( \mu_j(k) \) (\( j \in [1, n_B] \)) are unknown coefficients.

There are no restrictions for selecting these base functions, and the selection of base functions has no influence on the dynamic response or robustness and stability of the closed-loop system [12]. The base function can be selected as polynomial, sine, or exponential format. For many applications it is sufficient to describe the process input using a form such as \( u(k + n) = \mu_1(k) + \mu_2(k)n \) \( n = 0, 1, \ldots, H_j - 1 \), which results in

\[ u(k) = \mu_1(k), \]

\[ \Delta u(k + H_j - 1) = \Delta u(k + H_j - 2) = \cdots = \Delta u(k + 1) = \mu_2(k). \]

Therefore, the determination of control input \( u(k + n) \) \( n = 0, 1, \ldots, H_j - 1 \) means to find coefficients \( \mu_1(k) \) and \( \mu_2(k) \) (at each instant time \( k \), and only \( u(k) = \mu_1(k) \) is applied to the process.

Substituting Eq. (8) into Eq. (6) results in

\[ y(k + H_j) = y(k) + \sum_{j=2}^{H_j} \hat{G}(k+j-1) \mu_2(k) \]

\[ + \hat{G}(k)[\mu_1(k) - u(k - 1)]. \]

2.3. Optimization and control law equation

The PFC algorithm computes future process input so that the predicted process output can follow a reference trajectory. In the PFC algorithm, the reference trajectory is used to specify the desired future process behavior. For many applications a first-order exponential reference trajectory is sufficient:

\[ y_{\text{ref}}(k + H_j) = w(k + H_j) - \eta \frac{H}{H_{\text{ref}}}(w(k) - y_p(k)), \]

where \( \eta = \exp(-T_j/T_{\text{ref}}) \), \( T_{\text{ref}} \) is the desired response time of the closed loop system, \( w \) is the setpoint, and for constant value setpoint tracking \( w(k + H_j) = w(k) \).

The PFC algorithm requires an online optimizing method. When a QP index is used, the process inputs are calculated by minimizing the sum of the quadratic difference between the predicted process output and the reference trajectory at all coincidence points. The criterion takes the following form:

\[ \min J_p = \sum_{n=H_1}^{H_2} \left[ (y_{\text{ref}}(k + n) - y(k + n) - e(k + n)) \right]^2 
+ r \sum_{n=1}^{M} \Delta u^2(k + n - 1), \]

where \( r \) is a weighting efficient, \([H_1, H_2]\) \((H_2 > H_1)\) is a coincidence horizon, \( M \) \((M \leq H_2)\) is a control horizon, and \( e(k + n) \) is the prediction error compensation which is given by \( e(k + n) = e(k) = y_p(k) - y(k) \).

Substituting Eqs. (8)–(10) into Eq. (11), the calculation of the process input \( u(k) \) is straightforward provided \( \hat{G}(k+j) \) is known. Note, Eq. (5) states that for \( \forall k, |\hat{G}(k)| < C \), require that future predicted PPD \( \hat{G}(k+j) \) be bounded. To deal with this restriction the idea of aggregation is adopted to predict future PPD at \( \hat{G}(k+j) \).

Let the aggregated variable be the current PPD \( \hat{G}(k) \), then future predicted values of the PPD \{ \( \hat{G}(k+1), \hat{G}(k+2), \ldots, \hat{G}(k+j), \ldots, \hat{G}(k+H_j-1) \} \) can be described as the amplitude decaying sequence related to the aggregated variable, namely:

\[ \hat{G}(k+j) = \hat{G}(k)\lambda^j \quad (0 < \lambda \leq 1, j = 1, \ldots, H_j - 1) \]

where \( \lambda \) is an unknown decaying coefficient. Then, \( \hat{G}(k+j) \) can automatically meet the constraint requirement (5). Moreover, to facilitate the tuning of the controller, this paper sets \( \hat{G}(k) = \lambda \), then Eq. (12) can be modified to

\[ \hat{G}(k+j) = \lambda^{j+1} = \hat{G}(k)^{j+1} \quad (0 < \lambda < 1, j = 1, \ldots, H_j - 1). \]

However, the constraint for PPD \( \hat{G}(k) \) may cause an uncontrolled overshoot of \( \Delta u(k) \), thus a weight for the control input \( \Delta u(k) \) is introduced in the performance index Eq. (11). Since the control input (8) is used and the future predicted output is given by Eq. (9), here we set \( M = H_2 \).
For the assumption, \( \mu_1(k) \) and \( \mu_2(k) \) are unknown coefficients in Eq. (11), which requires that at least two coincidence points \( H_1T_s \) and \( H_2T_s \) should be selected. Using Eq. (8), Eq. (11) is rewritten as

\[
\begin{align*}
\min J_P &= [y_{ref}(k + H_1) - y(k + H_1) - e(k + H_1)]^2 \\
&+ [y_{ref}(k + H_2) - y(k + H_2) - e(k + H_2)]^2 \\
&+ r[\mu_1(k) - u(k)]^2 + r \sum_{n=2}^{M} \mu_2^2(k),
\end{align*}
\]

where

\[
u(k) = \mu_1(k) = \frac{[-A_1\hat{G}(k) - A_2\hat{G}(k) - ru(k - 1)]\left[S_1^2 + S_2^2 + r(M - 1)\right] - (-A_1S_1 - A_2S_2)[S_1\hat{G}(k) + S_2\hat{G}(k)]}{[S_1\hat{G}(k) + S_2\hat{G}(k)]^2 - [2\hat{G}^2(k) + r][S_1^2 + S_2^2 + r(M - 1)]}
\]

where \( A_i = w(k + H_i) + \eta_i^H(w(k) - y_p(k)) + \hat{G}(k)u(k - 1) - y_p(k) \) \( (i = 1, 2) \),

\[
S_i = \sum_{j=2}^{H_i} \hat{G}(k)^j, \quad (i = 1, 2), \quad M = H_2.
\]

Subject to Eq. (4), online searching for \( \hat{G}(k) \) is required, however in Eq. (2), many algorithms to estimate \( \hat{G}(k) \) can be used. We adopted the adaptive learning algorithm [5] for \( \hat{G}(k) \):

\[
\hat{G}(k) = \hat{G}(k - 1) + \frac{\Delta u(k - 1)}{\gamma + \Delta u^2(k - 1)}(\Delta y_p(k) - \hat{G}(k - 1)\Delta u(k - 1)),
\]

where \( \gamma > 0 \), and the initial value \( \hat{G}(0) \) of \( \hat{G}(k) \) are in the range of 0–1.

Since \( |\hat{G}(k-1)| \leq C \) and \( |G(k-1)| \leq C \), it is easy to obtain the following relation with Eq. (18):

\[
e(k + H_1) = e(k + H_2) = y_p(k) - y(k).
\]

Substituting Eqs. (8)–(10), (13), and (15) into Eq. (14), letting

\[
\frac{\partial J_P}{\partial \mu_1(k)} = 0, \quad \frac{\partial J_P}{\partial \mu_2(k)} = 0.
\]

The manipulated variable is given by

\[
|\hat{G}(k)| \leq \left| \frac{\gamma}{\gamma + \Delta u^2(k - 1)} \hat{G}(k - 1) \right| + \left| \frac{\Delta u(k - 1)}{\gamma + \Delta u^2(k - 1)} \Delta y_p(k) \right| \leq \left| \frac{\gamma}{\gamma + \Delta u^2(k - 1)} \hat{G}(k - 1) \right| + \left| \frac{\Delta u^2(k - 1)}{\gamma + \Delta u^2(k - 1)} \hat{G}(k - 1) \right| \leq \frac{\gamma}{\gamma + \Delta u^2(k - 1)} C + \frac{\Delta u^2(k - 1)}{\gamma + \Delta u^2(k - 1)} C = C.
\]

This inequality implies that the adaptive learning algorithm (18) for \( \hat{G}(k) \) also meets the constraint requirement (5).

Note that explicit control input constraints are not addressed in this paper, however when input and/or state-related constraints need be considered, the technique proposed by Abu el Ata-Doss [16] is usable.
3. Performance analysis of the closed loop control system and the algorithm implementation

In order to assure the convergence of the closed loop system, the following assumption is made.

**Assumption 3 (A3):** The PPD satisfies $G(k) > 0$ for all $k$.

Based on the previous assumption, the stability of the closed loop system is guaranteed in the following theorem.

**Theorem 2:** Subject to Assumptions (A1)–(A3), the algorithm Eq. (17) for the nonlinear system Eq. (1) is used to track the setpoint $w$, then coincidence points $H_i (i = 1, 2)$, the weighting coefficient $r > 0$, and the control horizon $M = H_2 > 1$ exist such that

$$\lim_{k \to \infty} |y_p(k + 1) - w| = 0$$

and $\{y_p(k)\}, \{u(k)\}$ are bounded sequences.

**Proof:** See the Appendix.

Note, the $G(k)$ in Eq. (A6b) is unknown at current time $k$ and $G(k) < C$. If we take the following inequality as a criterion for selecting controller parameters, then the condition (A6b) always holds

$$\hat{G}(k)^2 > C\hat{G}(k)(1 - \gamma^H) \quad (i = 1, 2).$$

Theorem 2 actually provides a criterion to select controller parameters. That is, existing parameters $r > 0$, $H_i (i = 1, 2)$, and $M = H_2 > 1$ insure that Eqs. (A4), (A6a), and (21) are applicable. Further, from Eq. (A3) increasing $r$ leads to $p$ decreasing, and Eq. (A2) shows that increasing $r$ results in a slower tracking of the setpoint. Theorem 2 also shows that $T_{ref}$ has no influence on stability. The rapidity of $T_{ref}$ will influence the dynamic response and robustness of the closed-loop system. The shorter $T_{ref}$, the more active the controller will be with larger amplitude variations [12].

Note that parameter estimation for $\hat{G}(k)$ is convergent and the coincidence points $H_1, H_2$, the input horizon $M = H_2$, the weighting coefficient $r$, and the reference trajectory time $T_{ref}$ are easily selected using Eqs. (A4), (A6a), and (21). Since the developed method has no plant structural requirement, the closed-loop control scheme is very robust. In practice, $H_1, H_2$, the initial value $G(0)$, and $T_{ref}$ can be fixed, and $r$ is used to tune so that an optimal compromise between performance and robustness can be reached.

Now we summarize the design procedure of the proposed NPFAC as follows:

**Step 1:** (Initialization) At time $k = 0$, take the initial value $\hat{G}(0)$ of PPD $\hat{G}(k)$ are in the range of 0–1, and set $\gamma > 0$.

**Step 2:** Find appropriate coincidence points $H_1, H_2$, and the closed-loop response time $T_{ref}$ by using the criterion (A4) and (21). Further, for a time delay system both the two coincidence points $H_1$ and $H_2$ should be selected larger than the dead-time in samples. Set the input horizon $M = H_2$ and the weighting coefficient $r$ to verify inequality (A6a).

**Step 3:** At time $k \geq 1$, collect the process input/output data, and find $\hat{G}(k)$ by using adaptive learning algorithm (18). Substitute $\hat{G}(k)$ into (A4), (A6a), and (21), if these three conditions fail, return to Step 2. Otherwise, go to Step 4.

**Step 4:** Use the control law equation (17) to calculate the process control input and apply it to the process.

**Step 5:** At the next point, repeat Steps 3 and 4.

4. Illustrative examples

The following long time delay plant and pH measurement of acidity or alkalinity process are used to show the effectiveness of the proposed algorithm.

**Example 1:** Consider a plant described by

$$P(s) = \frac{K}{(s + 1)^5}e^{-\theta s}$$

in which $K=1$ and $\theta=15$. Our goal is to use the proposed NPFCA to control such a large time-delay plant and to show that the proposed control method gives a better performance than a PI or PID controller. A comparison to the methods of Aström-Hagglund’s PI tuning (A-H PI) [17], Sigurd Skogestad’s IMC-PI and IMC-PID tuning (SIMC-PI, SIMC-PID) [18] is given. Using the above-mentioned tuning methods, the recommended controller parameters are as follows:

A-H PI: $G_c(s) = 0.2115 + 0.0286/s$

SIMC-PI: $G_c(s) = 0.0455(1 + 1/1.5s)$

SIMC-PID: $G_c(s) = 0.0322(1 + 1/s)(1 + 1.5s)$

For the proposed NPFCA, we choose the sampling time $T_s = 1$ s. Follow the design procedure in
Section 3, we take the initial value of PPD $\hat{G}(0) = 0.9$, and $\gamma = 0.9$. In Step 2, since the plant considered contains a large time delay, the coincidence points $H_1$ and $H_2$ should be selected larger than the dead-time. Then by Eqs. (A4), (A6a), and (21), the controller tuning parameters used here are assigned at coincidence points $H_1 = 20$, $H_2 = 22$, the input horizon $M = H_2 = 22$, the desired closed-loop response time $T_{ref} = 1$ s, and the weighting coefficient $r = 75$.

For a step change in the unit setpoint and a load disturbance at $t = 0$ s and $t = 185$ s, respectively, Fig. 1 presents these step responses of the closed-loop control system. One can see that for setpoint changes, as well as disturbance inputs the A-H PI method, SIMC-PI, and SIMC-PID methods do not reach the final set point at about time $t = 300$ s, whereas the newly developed method provides significant improvement in both setpoint response and disturbance rejection. Further, it is easy to verify that at each sampling time for the proposed controller parameters the conditions (A4), (A6a), and (21) always hold.

Fig. 2 shows the responses to process parameter perturbation: $K = 1.3$ and $\theta = 16$. Note that the SIMC-PI and SIMC-PID methods are very oscillatory, and A-H method provides poor disturbance rejection. The proposed method provides a smooth setpoint response and an acceptable disturbance rejection. The improvement on performance is due to that the proposed algorithm has no plant structural requirement and adopts an adaptive learning algorithm to on-line estimate PPD $G(k)$.

**Example 2:** A pH neutralization process can be modeled by the following equation [14]:

$$x(k) = f_1(u(k)) = u(k) - (1.207 + r_1)u^2(k) + 1.15u^3(k), \quad (23a)$$

$$y(k) = \frac{(0.0185 + r_2)z^{-2} + (0.0173 + r_3)z^{-3} + 0.00248z^{-4}}{1 - (1.558 + r_4)z^{-1} + 0.597z^{-2}}, \quad (23b)$$

where $r_1$, $r_2$, $r_3$, and $r_4$ are time-varying parameters of the process in which the initial values are set to zero. Selecting the initial value of the PPD to $\hat{G}(0) = 0.98$, $\gamma = 0.9$, coincidence points $H_1 = 17$, $H_2 = 25$, the input horizon $M = 25$, the sampling time $T_s = 1$ s, the desired closed loop response time $T_{ref} = 1$ s, and $r = 300$, the step responses for setpoint tracking are shown in Fig. 3.

It can be found that the proposed method does achieve excellent results. Fig. 4 shows the response to a unit output disturbance at time $t = 250$ s with no change in controller parameters. Again the proposed controller performs very well. The proposed control system can track setpoint without steady-state error although there is an existing external disturbance. In addition, for the
case of process parameter perturbation occurring at different times $t=200 \ s$ ($r_1=0.1$, $r_2=0.01$) and $t=400 \ s$ ($r_3=0.001$, $r_4=-0.008$), the step response is shown in Fig. 5. One can see that the proposed algorithm has excellent robustness.

5. Conclusions

The PPD was used to dynamically linearize a nonlinear process, and aggregation was used to predict the PPD, resulting in an adaptive predictive functional control algorithm (APFCA) for nonlinear processes. The proposed algorithm was tested on two processes and was shown to clearly outperform existing algorithms.

A theorem, which illustrates that the designed control system can track the setpoint with zero error and input/output sequences are bounded, was derived in this paper. A merit of the proposed controller algorithm is that it does not require the structure of the plant or any further external forcing for purposes of model development. Note, the results presented in this paper can be extended to MIMO nonlinear processes, and the proposed scheme can be easily implemented.

Appendix: Proof of theorem 2

For constant value setpoint tracking, the error between the output $y_P$ and the constant setpoint $w$ can be written as follows:

$$ E(k+1) = |y_P(k+1)-w| = |y_P(k)-w + G(k)u(k) - u(k-1)|. \tag{A1} $$

Substituting Eq. (17) into Eq. (A1) results in Eq. (A2).

$$ E(k+1) \leq |1-\rho|E(k), \tag{A2} $$

where

$$ \rho = \frac{\xi}{\nu}, $$

$$ \xi = G(k)\hat{G}(k)(S_2-S_1)[(1-\eta^H)S_2-(1-\eta^H^2)S_1]+G(k)\hat{G}(k)r(M-1)(2-\eta^H-\eta^H^2), $$

$$ \nu = \hat{G}^2(k)(S_1^2+S_2^2-2S_1S_2)+[2\hat{G}^2(k)+r]r(M-1)+rS_1^2+rS_2^2. \tag{A3} $$

From Assumption 3 and Eq. (18), it is easy to know that $\hat{G}(k)>0$. Note, $S_2>S_1$, Assumption 3.
states $G(k)\hat{G}(k) > 0$, and Eq. (10) shows that $0 \leqslant (1 - \eta_H^i) < 1$ $(i = 1, 2)$, therefore, if we set $r > 0$, $M = H_2 > 1$, and $H_i (i = 1, 2)$ such that

\[(1 - \eta_H^i)S_2 > (1 - \eta_H^2)S_1 \quad \text{(A4)}\]

results in $\rho > 0$.

Furthermore, from Eq. (A3) one can derive Eq. (A5).

\[v - \bar{\xi} = S_1^2[\hat{G}(k)^2 - G(k)\hat{G}(k)(1 - \eta_H^i)] + S_2^2[\hat{G}(k)^2 - G(k)\hat{G}(k)(1 - \eta_H^i)] + \sum_{i=1}^{2} [\hat{G}(k)^2\{r(M-1) - S_1S_2\} + r^2(M-1) + r(S_1^2 + S_2^2). \quad \text{(A5)}\]

If $r > 0$, $M = H_2 > 1$, and $H_i (i = 1, 2)$ are selected such that

\[r(M-1) > S_1S_2 \quad \text{(A6a)}\]

and

\[
\rho_1 = \frac{\hat{G}(k)(S_2 - S_1)[(1 - \eta_H^i)S_2 - (1 - \eta_H^2)S_1] + \hat{G}(k)r(M-1)(2 - \eta_H^i - \eta_H^2)}{\hat{G}^2(k)(S_1^2 + S_2^2 - 2S_1S_2) + [2\hat{G}^2(k) + r]r(M-1) + rS_1^2 + rS_2^2}
\]

and a bound for $\rho$ and $G(k)$ exist, $\rho_1$ will be bounded.

Combing Eqs. (17) and (A3) resulting in

\[\Delta u(k) = u(k) - u(k-1) = \rho_1[w - y_P(k)] \quad \text{(A10)}\]

and

\[|\Delta u(k)| \leqslant \rho_1 \max E(k) \quad \text{(A11)}\]

where $\rho_1 \max$ is the upper bound of $\rho_1$. Using the absolute triangle inequality property to Eq. (A10), it results,

\[\hat{G}(k)^2 > G(k)\hat{G}(k)(1 - \eta_H^i)(i = 1, 2). \quad \text{(A6b)}\]

Then $v > \bar{\xi} > 0$, and is $\rho = \xi/v < 1$, and $0 < 1 - \rho < 1$.

By Eq. (A2), the following inequality holds:

\[E(k+1) \leqslant |1 - \rho|E(k) \leqslant |1 - \rho|^2E(k-1) \leqslant \cdots \leqslant |1 - \rho|^{k+1}E(0). \quad \text{(A7)}\]

Then

\[
\lim_{k \to \infty} |y_P(k+1) - w| = \lim_{k \to \infty} E(k+1) = \lim_{k \to \infty} (1 - \rho)^{k+1}E(0) \quad \text{(A8)}
\]

Since $0 < 1 - \rho < 1$ and $E(0)=|y_P(0) - w|=|w|$, it is easy to know by (A8) that Eq. (20) holds and the control system track setpoint with no steady state error.

Moreover, we use the following form for $\rho_1$:

\[\rho = G(k)\rho_1, \quad \text{(A9)}\]

where

\[|u(k)| \leqslant |u(k) - u(k-1)| + |u(k-1)| \leqslant |\Delta u(k)| + |u(k-1) - u(k-2)| + |u(k-2)| \leqslant \cdots \leqslant |\Delta u(k)| + |u(k-1)| + \cdots + |\Delta u(2)| + |u(1)| \quad \text{(A12)}\]

Thus by Eq. (A11) $\{y_P(k)\}, \{u(k)\}$ are bounded sequences.

\[\square\]
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